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Abstract

We evaluate a novel method for automatic text
summarization through text extraction. It at-
tempts to find the summary most similar to the
original text, thus giving an overview of all the
contents. It also evaluates whole summaries,
making no judgments on for instance individ-
ual sentences. A greedy search strategy is used
to search through the space of possible sum-
maries and select the best summary of those
found. When evaluated on English abstracts
from the Document Understanding Conferences
our method performed fairly well. In this paper
we evaluate it on Swedish human produced ex-
tracts. It performs poorly, which was expected
since these extracts were not produced to reflect
the whole contents of the texts. They only cover
the most important topic.
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1 Introduction

When a computer automatically creates a sum-
mary of one or more texts, we call it automatic
summarization. This has been an ongoing re-
search field for quite some time (Luhn 58; Ed-
mundson 69; Salton 88), and is still an active
research area. There are mainly two different
approaches to automatic summarization, abstrac-
tion and extraction. Abstraction is when a text is
analyzed in a relatively deep way and then a new,
shorter, text with the same information content
is generated. Extraction is when a shorter text is
created by selecting and presenting passages from
the original text, usually using quite shallow anal-
ysis of the text, but deeper analysis can also be
used (Leskovec et al. 04). There are also methods
that fall in between extraction and abstraction, by
for instance extracting fragments from the text
and then transforming them in some way, such
as deleting subordinate clauses or joining incom-
plete fragments (Jing & McKeown 00; Jing 00).
Our method is a purely extraction based method.

Usually extraction based summarization is ac-
complished by ranking individual segments, such

as sentences or paragraphs. Then the best ranked
segments are selected for inclusion one after the
other. Often adjustments are made so the rank-
ing of later segments is sensitive to choices made
earlier, so as to avoid redundancy (Carbonell &
Goldstein 98; Hovy & Lin 99; McDonald & Chen
02).

Our method tries to find an extractive sum-
mary of a given length that is as similar to the
original text as possible. One novel idea in our
method is to compare whole summaries, the in-
dividual segments are not considered. The main
problem is how to define similarity between texts,
especially when all texts we want to compare are
extracts from the same text.

In this paper we evaluate our method on a cor-
pus of human produced extracts. These extracts
were intended to cover mostly the main topic of
the original text, not as in our method give an
overview of all contents. Thus it is possible to see
if the generated extracts differ a lot from these
single topic extracts. We also include a quick
overview of an earlier evaluation of the method, to
show that the reason for being different from the
reference extracts is not simply that our method
works poorly.

2 Random Indexing

Since Random Indexing (RI) (Sahlgren 05) plays
a quite important role in our method we here give
a short overview. RI is a word space model, i.e.
it uses statistics on word distributions. A high-
dimensional vector space is created and words
that are close in this space are assumed to have
related meanings. This is based on the distribu-
tional hypothesis, that words that occur in similar
contexts tend to have similar meanings.

The most well known and studied word
space model is probably Latent Semantic Anal-
ysis/Indexing (LSA) (Landauer et al. 98). LSA
has been used in different ways for summariza-
tion, see for instance (Hovy & Lin 99; Yeh et al.



05; Miller 04; Murray et al. 05). One advantage
that RI has over LSA is that it is an incremental
method, so new texts are easily added.

In RI, each context is given a label. A con-
text can be a document, paragraph, co-occurring
word etc. This label is a very sparse vector. The
dimensionality of the vector can be chosen to be
quite short if high compression of the word space
is desired, or long if compression is not needed. A
few percent of the vector elements are set to 1 or
-1, the rest to 0. This means that the labels are
approximately orthogonal.

Each word is given a context vector. Whenever
a word occurs in a context, the label of the context
is added to the context vector of the word. Words
that often occur in the same contexts will thus
have similar context vectors.

We use co-occurring words as contexts, more
specifically the three preceding and three follow-
ing words, weighted so that closer words are given
more weight.

3 The Summarization Method

The main idea is that we want to find a sum-
mary of a given length that is as similar to the
original text as possible. One way to accomplish
this would be to generate all possible extracts and
see which one is most similar to the original text.
The difficulty here lies in judging how similar two
texts are. This is even more difficult than usual
in this context. Most methods that calculate the
similarity between two documents use measures
like word or n-gram overlap. Since all candidate
summaries generated by our method are extracts
from the original text, all words in all summaries
overlap with the original text. This is thus not a
good way to differentiate between candidates.

3.1 Evaluating Summaries

When measuring similarity we make use of Ran-
dom Indexing (RI), though if other methods were
available it could easily be replaced. As men-
tioned in Section 2, RI assigns each word a context
vector that in some sense represents the semantic
content of the word. In our method, each text is
assigned its own vector for semantic content. This
vector is simply the (weighted) sum of all the con-
text vectors of the words in the text. It should be
noted that there is not, at least as far as we know,
anything inherent in the Random Indexing model
that guarantees that adding vectors in this way

should in any way make sense. However, it turns
out to work quite well in our experiments. This
idea has also been applied for instance for text
categorization (Sahlgren & Cöster 04).

Similarity between two texts is then simply
measured as the similarity between the directions
of the semantic vectors of the texts, in our case
between the vector for the full text and the vec-
tors for each of the candidate summaries.

When constructing the semantic vector for a
text, the context vector for each word is weighted
with the term frequency and the inverse docu-
ment frequency, by simply making the length of
the vector be tf ∗ log(idf). It is of course easy
to add other weighting criteria if desired, for in-
stance for slanted summaries where some words
are deemed more important, or by giving words
occurring early in the document, in document or
paragraph headings etc. higher weight. In our ex-
periments we only used tf ∗ log(idf).

Words in a text that have never been encoun-
tered during the calculation of a word space repre-
sentation generally degrade performance, since we
have no information on their distributional prop-
erties. This is not a problem with RI though,
since it allows for continuous updates. By sim-
ply adding new texts to the index immediately
before summarizing, all words in the texts to be
summarized will have been encountered at least
once.

For good performance very large amounts of
text should be used when generating the Random
Index. Since RI is relatively fast and only requires
access to raw (unannotated) text this is generally
not a problem. It is also an incremental method,
so if more text is made available later this can be
used to boost future performance without redoing
work on earlier texts.

Since our method does not give any consider-
ation to the position in the text a sentence is
taken from (though this is possible to do if one
so wishes), it should be straightforward to use for
multi-document summarization as well. Since it
only requires unannotated text as reference data
it should also be relatively language independent.

Though we currently only use text extrac-
tion when generating summary candidates, the
method we use to compare the candidates can be
used for any type of summary.



3.2 Finding a Good Summary

To find a good summary we start with one sum-
mary and then try to see if there is another sum-
mary that is “close” in some sense, that is also
a better summary. Better in this context means
more similar to the original text. The reason we
do not compare all possible summaries to the orig-
inal text is that there are exponentially many pos-
sible summaries. Evaluating all of them would
thus not be feasible.

In our experiments we use the “lead” summary,
i.e. the first sentences from the document up to a
specified length, as a starting point for our search.
Using a standard hill-climbing algorithm we then
investigate all neighbors, looking for a better sum-
mary. The summaries that are defined as neigh-
bors to a given summary are basically those that
can be created by removing one sentence and
adding another. Since sentences vary in length
we also allow removing two sentences and adding
one new, or just adding one new sentence. Sum-
maries that differ too much in size from the spec-
ified compression rate are discarded.

When all such summaries have been investi-
gated, the one most similar to the original doc-
ument is updated to be the currently best can-
didate and the process is repeated. If no other
summary is better than the current candidate,
the search is terminated. It is also possible to
stop the search at any time if so desired, and re-
turn the best candidate so far.

In our experiments the generated summaries
were quite short. For the English texts they
were about three sentences. This means that
there were usually quite few, typically around
four, search iterations, though some documents
required very many iterations before a local max-
imum was found.

4 Evaluation

In earlier experiments, our summarization
method has been evaluated using manually writ-
ten abstracts from the DUC summarization tasks
(Hassel & Sjöbergh 06). In this paper we have
evaluated our method on a corpus of human pro-
duced extractive summaries of Swedish newspa-
per articles (Hassel & Dalianis 05).

4.1 English Abstracts

These experiments are more thoroughly discussed
in Hassel & Sjöbergh (05), but a short overview

DUC 2004 DUC 2001–2004
Human 42.6 39.7
Baseline-Lead 31.0 28.3
Holistic-250 33.9 32.0
Holistic-500 34.2 32.3
Holistic-1000 34.1 32.4

Table 1: ROUGE-1 scores, i.e. word overlap, in
%, for our method (Holistic) with three different
dimensionality choices for the Random Indexing
context vectors. There are 114 texts in DUC 2004
and 291 in DUC 2001–2004.

is presented here for reference. We used the eval-
uation method from the DUC 2004 task 2 (Over
& Yen 04), and reference summaries from DUC
2001–2004. We generated summaries of lengths
between 75 and 110 words and evaluated them
compared to the 100 word reference abstracts pro-
vided. A human agreement score was calculated,
as well as a baseline, the initial sentences up to
the allowed summary length.

The results are presented in Table 1. Different
choices of dimensionality for RI differ very little,
so there is little need to optimize the parameter
choice. Our method is worse than the best sys-
tems of DUC 2004, which had about 39% word
overlap, but better than about half the systems
and well above the baseline.

4.2 Swedish Extracts

Since our method is relatively language indepen-
dent we also evaluated it on Swedish. We used
a corpus of human produced extracts of Swedish
newspaper articles (Hassel & Dalianis 05). These
extracts were however not produced to give an
overview of the whole contents of the texts, which
our method attempts to do. The humans were in-
stead more focused on finding the most important
topic in the text and then providing mostly infor-
mation relevant to that.

There are only 15 documents in this corpus. On
average there are 20 human generated extracts for
each document. These vary quite a lot in com-
pression rate, even for a specific document. There
are usually some sentences that are included in al-
most all extracts, though, so there is agreement
on what the main topic is. See Figure 1 for an
example of the variation in selected sentences for
one of the texts from the extract corpus.

As reference texts for the Random Index-
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Figure 1: The number of human produced ex-
tracts that included each sentence from one of
the Swedish corpus texts. There are a total of
27 human produced extracts for this text. Sen-
tences marked with a * are those selected by our
system.

ing method we used the Swedish Parole corpus
(Gellerstam et al. 00), 20 million words, the
Stockholm-Ume̊a Corpus (Ejerhed et al. 92), 1
million words, and the KTH News Corpus (Has-
sel 01), 13 million words. We used stemming and
stop word filtering, since this worked well on the
English texts.

When evaluating summaries we calculated a
weighted precision. The score for a sentence in-
cluded in the summary is the number of human
produced extracts that also included this sentence
divided by the total number of human produced
extracts. The precision for the summary is then
the average for all sentences in the summary.

A recall-like measurement was also calculated,
since otherwise it would be best to simply pick
a single sentence that the system is sure should
be included. Each sentence that was included in
at least one human produced extract, but not in-
cluded in the summary to be evaluated, was also
given a score as above, i.e. how often it was in-
cluded by humans. The recall-like measurement
is then the average score for all sentences not in-
cluded in the summary but included in some hu-
man produced extract. Sentences ignored by both
the system and the humans have no impact in the
evaluation.

Since the extracts vary so much in length we
generated two different sets of summaries using
our method. The first, called Holistic-long, was

the summary most similar to the original text that
was longer than the shortest human produced ex-
tract and shorter than the longest. This gener-
ally produced long summaries, since it is easier
to achieve good coverage of the original text with
many words than with few. Since long summaries
will have lower precision we also generated sum-
maries, called Holistic-short, that, while longer
than the shortest human produced extract, were
never longer than the average extract.

For both sets of summaries, four different Ran-
dom Indexes were used, since there are slight vari-
ations in the performance due to the randomness
in RI. The results in Table 2 are the mean val-
ues of these four sets. All values are within 1.5
percentage units of the mean value.

We also compared our system to two baselines:
lead, the first sentences of the original text with a
size as close to the system generated summary as
possible; and random, randomly chosen sentences
up to the same size. We also calculated the agree-
ment between the humans, by taking the average
over all human produced extracts when treating
them one at a time as a system generated sum-
mary instead.

Finally, we include figures for another summa-
rization system, SweSum (Dalianis 00), that has
also been evaluated on this data set. SweSum uses
both statistical and linguistic methods, as well as
some heuristics, and its main domain is newspa-
per text. SweSum creates extracts, by scoring
sentences for various criteria, then extracting high
scoring sentences in the original text and join-
ing them together. The sentence scores are calcu-
lated based on e.g. sentence position, occurrence
of numerical data and highly frequent keywords.
Two different sets of summaries were generated
by SweSum, one with summaries strictly below
the average human produced extract length and
one with the shortest summary possible above the
average length.

The results are shown in Table 2. It can be
seen that our system does not generate the same
type of summaries as the others. Since our system
tries to include the same proportions regarding
different topics in the summary as was found in
the original text, it has a quite low score with
the precision-like measurement. This is natural,
since the reference extracts normally only cover
one topic. This also leads to a high (i.e. bad) score
on the recall-like measurement, since the reference



Included Ignored Perfect
Human 53 27 8
Baseline, Short Lead 55 29 2
Baseline, Long Lead 48 26 2
Baseline, Short Random 33 36 0.3
Baseline, Long Random 34 37 0
SweSum-above 53 28 3
SweSum-below 54 30 0
Holistic-500, Short 42 34 1
Holistic-500, Long 38 35 0

Table 2: Proportion of human produced extracts that included the sentences chosen by the system,
in % (higher is better), and sentences ignored by the system but included by at least one human, also
in % (lower is better). “Perfect” indicates for how many of the 15 documents a system generated an
extract that was exactly the same as one of the human produced extracts.

extracts include so much information regarding
the main topic that our method discards some of
it as redundant.

When generating shorter summaries the same
sentences are of course still considered redundant
by our method, so the recall-like figure is more or
less unchanged. Since the extract is shorter, there
is room for less information. This gives higher
precision, since our method still agrees that the
main topic should be covered, but now includes
less information regarding other topics. As ex-
pected, it seems like using our method when sin-
gle topic summaries is wanted does not give the
best results.

It can also be seen that outperforming the lead
baseline on newspaper texts is very hard, since
it performs on par with humans when generat-
ing shorter extracts. This means that this type
of text is not very exciting to do summarization
experiments on.

5 Conclusions

We have presented and evaluated an extraction
based summarization method based on comparing
whole summaries, not ranking individual extrac-
tion segments. It produces extracts that include
the same proportions of topics as the original text.

The method requires no sophisticated tools,
though stop word filtering and simple stemming
was used in our experiments. The method
is largely language independent and should
also work without much modification for multi-
document summarization. For good performance,
access to large amounts of raw (unannotated) text
is needed, but for many languages this is readily

available.
Since our method tries to cover all topics cov-

ered in the original text, it did not perform very
well when evaluated against extracts produced to
cover mostly the main topic of a text.
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